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The absorption spectra of I2 and Br2 dissolved inn-heptane and CCl4 are recorded with high precision in the
visible-near-IR spectral range, at temperatures between 15° and 50°C. The spectra are decomposed into the
three contributing transitions (1Πu r X, B0+

u
3Π r X, and A 1u

3Π r X) through simultaneous least-squares
fitting of the T-dependent data. The main results of the analysis are as follows. (1) In I2 the weakest Ar X
band is virtually identical in shape and intensity in these solvents and in the gas phase, but with small blue
shifts in solution. (2) The∼20% increased absorption of I2 in solution appears to be largely attributable to a
doubling in the intensity of the weaker of the two main transitions,1Πu r X, which is red-shifted in solution.
(3) All three transitions in I2 shift to the red with increasingT, with the strongest effect observed for1Πu r
X. These differences are not explained by the refraction-index-based relations commonly used to relate gas-
and condensed-phase spectra. In the course of this work the method of decomposition analysis by fitting to
assumed band shapes has been tested extensively, with the following observations. (1) The much-used
3-parameter Gaussian and log-normal functions do not have enough flexibility to fit single “pure” bands
within the experimental precision obtainable from commercial spectrophotometers. (2) The results of such
analyses can vary widely with choice of band function. (3) When comparing two such analyses, lower variance
is no guarantee of a “truer” resolution. Concerning the labeling of the halogen electronic states involved in
the absorption, it is recommended that for consistency the1Πu state be designated as the C state in all the
halogens.

Introduction

The diatomic halogens absorb light in the UV-visible spectral
region, as they undergo electronic transitions from the ground
states X1Σ+ to the lowest excited1Π and 3Π valence states.
These transitions were studied for most of the 20th century and
are well understood.1 In low resolution the spectra generally
appear as two or more partially resolved bands atλ > 300 nm.
The absorption is dominated by three transitions: (B′′/C) 1Πu

r X, B0+
u
3Π r X, and A 1u

3Π r X, in order of increasing
wavelength, and generally, decreasing intensity.2 A typical
example among the homonuclear halogens is Br2, illustrated in
the potential diagram of Figure 1. The close proximity of the
excited valence potentials and their steep slope in the Franck-
Condon region for absorption are responsible for the extensive
overlap of these transitions in the spectra. The task of assessing
the contributions of the several transitions has inspired consider-
able effort.5,7-32 For the homonuclear halogens in the gas phase,
this problem was largely solved already by the early 1980s.

The picture is much less clear for the spectra of halogens
in solution.13,33-37 We confine our attention here to just “non-
reacting” solvents, such as heptane and CCl4, which do not give
rise to charge-transfer complex formation and associated new
spectral bands in the visible and near-UV. Even in such “inert”
solvents the spectra are significantly altered, being typically 20%
stronger and slightly blue-shifted (see Figures 2 and 3). Yet
some bands, for example Ar X in I2, appear to be equally
intense in gas and solution phase. The reasons for such behavior
are not understood, but they could be related to the difficulty
to fully explain Raman spectra in such solvents.35,36 The
quantitative assessment of the component bands of these solution
spectra of I2 and Br2 is the primary concern of the present paper.

For about half a century, the standard approach for decom-
position analysis of low-resolution spectra such as those shown
in Figures 2 and 3 has been least-squares (LS) fitting to
components of assumed functional form.38 Gaussian functions

Figure 1. Partial potential diagram for Br2, showing excited-state
potentials involved in the three UV-visible absorption transitions from
the ground state. The illustrated points are RKR turning points for the
A and B states.3,4 The repulsive branches of the B and C potentials are
from an analysis of temperature-dependent absorption data,5 while the
large R region of the C curve (dashed) is from an analysis of
spontaneous predissociation of the B state.6 The small-R extension of
the A potential (see also inset) is obtained as described in the text. The
vertical arrow designates the region of strongest absorption (Re′′) from
the X state.
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of the wavenumberν have probably been the most widely used
functions,7,8,13,34,38but a number of other forms have been used
as well, including especially log-normal functions and variants
thereof.28,29,31,39-41 Yet few workers have taken the trouble to
examine the sensitivity of their analyses to the functional forms
chosen to represent the components. Where such comparisons
have been made, the assumption has been that the statistically
best representation of the composite spectrum yields the best
component analysis.28,31,39-42

However, there is no such guarantee. In fact, as Figure 4
illustrates, just the opposite may be true. Clearly, different
inadequate functional forms must yield analyses that are all
inadequate to some degree. A measure of that inadequacy (called
model error) is the extent to which the fit residuals exceed the
experimental error (or equivalently, by how much the reduced
chi-square for the fit exceeds 1.0). Some sense of how well the
components have been determined can be gained from the
spread of results obtained for different assumed component
functions. On the latter basis we would have to conclude that
the resolutions in Figure 4 have told us little that we did not
already know, namely that the spectrum contains (at least) two
bands, one stronger than the other.

Even routine spectrophotometric data are so precise these days
as to practically ensure that all attempts to decompose a
spectrum into 3- or 4-parameter components will prove inad-
equate at some level of scrutiny.43 A question of great practical
importance then is: When is it “good enough”? The answer to
this question will likely differ depending on the primary goal

of the analysis. Many of the cited examples focused on
representing the total spectra compactly through small numbers
of parameters. They may well succeed in that goal even while
not succeeding in pinning down the true components. (For
example, all of the fits in Figure 4 matched the experimental
data to within about the thickness of the line.) A preoccupation
with this question of adequacy for component analysis has
become a second major concern of the present paper. More
specifically, when can the LS analysis yield reliable component
bands even though it fails the chi-square test?

Related to the latter question is the matter of what kind of
additional experimental information might be brought to bear
on the problem. For example, the MCD, Raman, and CARS
spectra of refs 13, and 35-37 provide information complemen-
tary to that contained in the absorption spectra alone and so
should aid in the resolution; however, to date it has been difficult
to obtain a precise quantitative assessment from such data. In
the present study we have used only absorbance data, but
recorded over a range of temperatures, with theT dependence
representing the only extra “hook” the LS analysis might latch
onto in seeking out the true components (see Figure 5). To be
sure, temperature dependence has been utilized from the very
early days of decomposition analysis.38 However, the approach
taken here is the simultaneous fitting of spectra recorded at
multiple temperatures, which, to our knowledge, has not been
used previously. A noteworthy exception to this statement is

Figure 2. Low-resolution spectra (molar absorptivity, L mol-1 cm-1)
for I2(g) and I2 in n-heptane, both at 23°C. Dashed curves indicate
components in the gas phase, from short wavelength to long: Cr X,
B r X, and A r X.

Figure 3. Molar absorptivity of Br2 in the gas phase and in CCl4,
both at 23°C. Dashed curves indicate components in the gas phase,
ordered as for I2 in Figure 2.

Figure 4. Decomposition analyses of the gas-phase absorption
spectrum of Br2 at 23°C into two bands, using 3-parameter Gaussian
(G) and log-normal functions (LN), and a 4-parameter LN form fitted
in both wavelength and wavenumber (details given below). The
experimental estimates of Br X absorption from Haugen et al.23 (not
included in the fits) most closely match the statistically poorest Gaussian
analysis.

Figure 5. Main peak of the absorption spectrum of I2 in CCl4 (solid
curves, two temperatures) and inn-heptane (16°C only). The inset is
an amplification of the region of the main peak in CCl4, showing the
progressive red shift with increasingT (top to bottom): 15.7°C, 22.7
°C, 40.2°C, and 50.0°C.
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the comprehensive analysis of the Br2 gas-phase absorption
spectrum carried out by Le Roy, et al.5 In that work the directly
fitted quantities were the potential curves of the B and C states,
with the former being well anchored at large internuclear
distanceR by precise knowledge of the Br X discrete
absorption spectrum (see Figure 1). The same method was used
by Burkholder and Bair for Cl2.22 One might also choose to fit
potential curves instead of spectra for the solution data.
However, it is not clear that this would offer any advantage,
since the variation of the spectra with solvent makes it clear
that the potentials are not the same as for the gas phase and
differ somewhat with solvent (Figure 5). Thus the information
about the potential wells, which proves so valuable in the gas-
phase analysis, cannot be so readily used to advantage in the
solution analysis.

In the context of our approach it should now be admitted
that the test illustrated in Figure 4 was not completely fair, in
that it employed spectra for one temperature only. It also
neglected the Ar X band (as did Le Roy et al.5), which is now
fairly well known experimentally.14,18,24These defects will be
remedied in the work described below, which, however, will
still not remove all the ambiguities.

The body of this paper consists of further tests of the
assumptions of band decomposition analysis on well-defined
gas-phase spectra, followed by application to the solution spectra
of I2 and Br2. The test computations include application of the
Gaussian and log-normal functions and their variants on “exact”
(computed) spectra for the individual transitions in I2, and more
proper tests on Br2(g) of the type illustrated in Figure 4, but
with inclusion of the Ar X band. One of the goals of the
single-band calculations is to determine how well “real” spectra
follow the temperature dependence derived long ago for
absorption from a harmonic potential38 and still incorporated
in more elaborate models for theT dependence of low-resolution
band spectra.40

Before proceeding, we wish to address a problem touched
on earlier, namely the matter of inconsistent labeling for the
absorbing1Πu state. It is now well established that this state is
the same in all of the homonuclear halogens; it is the1Πu

belonging to the 2431 molecular orbital configuration to which
the A and B states also belong.1 This state has been labeled by
Huber and Herzberg2 as C in Cl2 and Br2, but B′′ in I2. Earlier,
when the nature of diffuse absorption in the halogens was much
less understood, Herzberg used the C label for the 1u component
of a higher3Σ+ state in Br2 and Cl2, which dissociates to one
ground state (2P3/2) and one excited halogen atom (2P1/2).44 This
state was subsequently identified in I2 and called C;45 and that
label has persisted.46 It is clearly desirable to have a common
label for this state in the different halogens. In view of its
prominent contribution to the valence-state absorption in the
homonuclear molecules and its probable similar significance
in the heteronuclear species (as the 24311Π),23,27,29,32we believe
that it deserves the unprimed C label. Accordingly we have used
this designation for both Br2 and I2 in the present work. The
current C state in I2 would then have to be relabeled; we suggest
C′.

Experiments

All spectra were recorded at a resolution of 1 nm on a
Shimadzu UV-2101PC UV-visible spectrophotometer equipped
with a temperature-controlled cuvette compartment, at temper-
atures between 15°C and 50°C. The nominal temperature was
checked with a calibrated thermistor, resulting in corrections
as large as 0.7°C. The solution spectra were recorded at

typically 3-5 different concentrations in a run, spanning an
absorbance range of roughly 0.3-1.5. [Absorbance,A ≡ log
(I0/I), where I0 and I are incident and transmitted intensity,
respectively.] For I2 this meant concentrations up to 0.0015 mol/
L, and about a factor of 5 larger for Br2. A weighted average
of the several spectra was used for the LS fitting; the weights
were based on an earlier statistical error calibration of the
instrument, obtained by recording spectra of neutral density
filters.47 No check was made of the photometric accuracy, which
is stated to be within(0.004 atA ) 1 by the manufacturer.
The solution concentrations were corrected forT dependence
using available density data for the pure solvents: from refs
48-50 for CCl4 and 48 and 51 forn-heptane.

Spectra for gaseous Br2 were obtained on the same instrument,
using a special 1-cm quartz cuvette that was attached to a
vacuum line for direct pressure measurement with a quartz
bourdon gauge (Texas Instruments). Examination of spectra
recorded at different pressures showed no deviations from Beer’s
law over the wavelength ranges used in the analyses. Similarly,
no concentration dependence was observed for the solution
spectra.

Spectra of I2 in n-heptane at four temperatures are given in
Table 1S (Supporting Information) and of I2 in CCl4 in Table
2S. Table 3S gives the spectra of Br2(g) at two temperatures,
and Table 4S covers Br2 in CCl4 at four temperatures. For all
of these the entered wavelengths (nm) must be corrected in
accord with the wavelength calibration reported previously,43

which includes a sinusoidal wobble of amplitude∼0.05 nm
superimposed upon a quadratic function of the fiducial wave-
length

All quantities here are in nm, the correction is additive (∆λ )
true- apparent), and the argumentx ) (λ - λ0). The phaseλ0

was “fine-tuned” in the LS fits but was normally close to 637.6
nm.

The statistical errors in the averaged spectra were typically a
factor of∼10 larger than would be predicted from the inherent
instrumental statistical error. This is as expected if the overall
error is dominated by concentration errors for the prepared
solutions, and it can result in a false sense of security in the LS
fits, because theshapeof the spectrum is much more precisely
defined than is its absolute magnitude. In other words, concen-
tration-based errors are overly pessimistic from the standpoint
of band fitting, and they can result in apparent reduced chi-
square values much less than 1.0, even for fit models that show
clear systematic trends in the fit residuals.52 The problem of
concentration control was considerably greater for Br2 (in
solution) than for I2, and it included changes with time due to
loss from the stoppered (Teflon) cuvettes. This was evidently
due to the considerable vapor pressure of Br2, combined with
its large Henry’s law constant in CCl4.53 For this reason we
also extended the Br2 solution measurements only up to 40°C.
Our absolute absorbances are thought to be reliable to within
1% for I2, 3% for Br2; the relative absorbances are a factor of
5 more precise. The peak molar absorptivity (L mol-1 cm-1) at
23 °C was 920 for I2 in bothn-heptane and CCl4 and occurred
near 523 nm in the former, 517 nm in the latter. For Br2 in
CCl4 the peak was 200 at 416 nm. (Bromine was not studied in
heptane, because the two react in light.)

Compared with the data of Passchier, et al.8 for gaseous Br2,
our ε was slightly larger (171.2) at the peak wavelength of 416,

∆λ ) [0.041+ 0.025 sin (1.623λ - 550)2] sin (π x/10) +
0.188+ 0.00055x + 8.4× 10-7 x2 (1)
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but still within their quoted error. A larger discrepancy was
observed in the 530-560-nm region, with our values lying
systematically higher by∼10%. This is a region of discrete B
r X absorption, where Beer’s law can fail, due to saturation
within the narrow absorption lines. Under such circumstances,
the apparentε will always undershoot the true value, with the
latter being observed only in the limit of zero absorption.11 A
check of our spectra at different pressures showed noP
dependence inε in this region, indicating that our maximumA
here (0.38) is already sufficiently small to be on the linear
growth curve. At our 1-nm resolution, the Br X vibrational
structure is partially resolved, with a maximum amplitude of
∼10% ofε around 570 nm. The overall spectrum in this region
still varies smoothly withλ, so the effect of this structure should
be mainly an artifactual boost in the LS chi-square values.

Although spectra of I2 in solution have been reported
frequently in the literature, we are aware of only one previous
study in which precision and temperature dependence were
emphasized, that being the work of Geilhaupt and Dorfmu¨ller,34

who also usedn-heptane and CCl4 as solvents. These authors’
estimates of peak absorptivity agree with ours within their much
larger reported errors (∼7%). Their peak wavelengths at 23°C
agree with ours within∼1 nm. However, they detected noT
dependence in the wavelengths of their spectra, in contrast with
the behavior observed here and illustrated in Figure 5. On the
other hand, we found no significantT dependence in the
integrated absorptivity, also in agreement with Geilhaupt and
Dorfmüller. For example, for the I2/heptane data in Table 1S,
the quantity ∫ε dλ increases withT by 0.03% over the
experimentalT range while∫ε dν decreases 0.4%. The quantity
∫ε d lnλ, which is proportional to the electronic transition
strength (see below), decreases by 0.2%.

Theoretical Background

Computed Spectra.For the purpose of the test fitting to
single bands, spectra were computed for the three transitions
in I2 using the results of the analysis in ref 21 and standard
methods described in ref 54. The Cr X transition is fully
diffuse in the spectral region of interest and the Ar X transition
is almost so, but the Br X system is mainly discrete. To
generate a suitable low-resolution spectrum for Br X, we used
the pseudo-continuum approach, in which the attractive branch
of the potential is removed and the repulsive branch is extended
to an artificial lower dissociation limit at largeR.54,55 This
approach works because for transitions such as this, the Franck-
Condon properties are entirely determined by theshapeof the
repulsive branch in the absorption region. The computed spectra
included contributions from the lowest 12υ′′ levels and were
averaged overJ′′ using five representative rotational values, in
the manner of Le Roy, et al.;5 however, spectra computed for
a singleJ′′, taken as the average for the temperature in question,
gave very similar results in the fitting tests. The gas-phase
spectrum and component bands illustrated in Figure 2 were
computed for an assumed temperature of 295 K. Spectra were
also computed at 320 K to check on the predictedT dependence
of the fit models. Note that in the analysis of ref 21, constant
transition moment functions were assumed for the Cr X and
A r X transitions, while a transition moment function was
derived for Br X. The same assumptions were used in the
present computations, with the Br X transition moment taken
to be a linear function ofR.

The same computational methods were used to regenerate
the C r X and B r X component spectra derived (but not
tabulated) in ref 5 for Br2. Again, the Br X system was made

fully diffuse by the pseudo-continuum approach. The RKR
potential for the A state of Br2 is quite well known, practically
up to the dissociation limit,3,56 so it is possible to predict the
shape of the Ar X absorption continuum fairly well by
smoothly extending the repulsive branch of the A curve to higher
energy at smallR. To obtain such an extension, we examined
the B repulsive segment derived by Le Roy et al. and found
that with a drop of 2000 cm-1 (roughly Te,B - Te,A) and a
translation to largerRby 0.009 Å, the same form nicely matches
the left-branch RKR points on the A curve (see Figure 1, inset).
This extension yields an A potential that is somewhat steeper
than B in the absorption Franck-Condon region (∼2.3 Å) and
an A r X spectrum that is broader on a wavenumber scale.
Such a result is reasonable and in line with results for these
states in I2.21,57 To obtain the Ar X component illustrated in
Figure 3, we used this extension and the Br X transition
moment function of Le Roy, et al., and then scaled the spectrum
to yield optimal agreement with the experimental data from
Hemenway, et al.18 The resulting computed spectrum is also in
good agreement with more recent estimates of the Ar X
absorption at shorter wavelengths, from Smedley et al.,24 even
though these authors commented that their values might be too
large due to possible contributions from the other two transitions.

Although the Ar X system in Br2 is weak (maximumε )
10 L mol-1 cm-1), its inclusion in the total spectrum does
compromise the validity of the Le Roy determination of the
other two components. Thus the estimates of these illustrated
in Figure 3 were obtained via a least-squares band decomposi-
tion fit that included all available experimental data for the A
r X and B r X bands individually (see below).

Spectral Fitting. Maric and Burrows have provided a
comprehensive review of the application of band fitting methods
to low-resolution or diffuse diatomic spectra in the gas phase.40

Most such work has used just 3-parameter band shape functions,
like the Gaussian,

and the log-normal,

The argumentx can be either wavelengthλ or wavenumberν.
Equation 3 is invariant with respect to this choice, but the
Gaussian is not, with most spectra fitting better when the
argument is taken asν. Two popular and simple variants on
these forms are obtained by multiplying the function by the
argument, e.g.,fGS(x) ) (x/c) fG(x). While this form is reputed
to yield physically more meaningful parameters, from a statisti-
cal standpoint there is typically negligible difference in fitting
to fG vs fGS. For the log-normal form, Maric, et al.28 have noted
that scalingfLN(x) by the argument still yields the log-normal
form, but with the parameters having different significance, i.e.,
(x/c) fLN(x; a,b,c) ) fLN(x; a′,b,c′). Maric and Burrows40 also
suggested 4- and 5-parameter extensions offLN(x):

where

fG(x) ) a exp[-b(x - c)2] (2)

fLN(x) ) a exp[-b(ln(x/c))2] (3)

f4(x) ) ( a
1 - d/x) exp[-b(ln(X))2] (4)

f5(x) ) ( a
1 - d/x) exp[-b| ln(X)|p] (5)

X ≡ (x - d
c - d) (6)
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We have tested all of these forms and, in addition, log-normal
functions multiplied by polynomials in (x - c),

In eqs 7 and 8, the parametersp and q are integers set in
advance. These two forms have the unfortunate ability to go
negative; however, this was never more than a cosmetic problem
in our fitting.

Under the simplifying approximations of a harmonic absorb-
ing state, with reflection onto a linear upper potential, the
amplitude and width parameters in eq 2 have predictable
temperature dependences:38

whereω is the harmonic frequency andh andk are the usual
fundamental constants. In this model there is noT dependence
in the location parameterc. Maric and Burrows have provided
an approximate physical model for eq 4 and have also derived
theT dependence for the parameters in this model.40 The main
results of their derivation are that theT dependences ofa and
b in eq 4 remain as given in eqs 9, provided that the transition
moment function is constant. It follows that the same holds for
a and b in the log-normal function of eq 3, since it is just a
special form of eq 4. The location parametersc remain
independent ofT, unless the transition moment function is not
constant, in which case eqs 9 are modified, but in a way that
typically alters the numerical values ofa andb only slightly.

Because the functions given above do not allow forT
dependence in the location parameters (except very weakly for
eqs 4 and 5), it was necessary to include additional parameters
in the fit model to accommodate the different peak positionsc
at eachT in the multispectrum fitting. These functional forms
also conserve band area (or nearly so), so if the experimental
spectra displayed a significant dependence of total area onT, it
was necessary to include parameters to permit deviation from
the predicted dependence for the amplitude parametersa(T)
given in eq 9. As was noted earlier, there was no significantT
dependence in the integrated areas for the I2 solution spectra.
However, there was in some of the Br2 spectra, both gas phase
and solution. In such cases the correction was taken as a single
scaling parameter for the entire spectrum at thatT, meaning all
components were scaled by the same factor. This approach is
in keeping with our interpretation that such effects are likely a
consequence of experimental limitations.

The width parametersb, on the other hand, were assumed to
follow eq 9, meaning that a single parameterb0 sufficed for
each component band at allT. Similarly, the fourth and fifth
parameters that occur in eqs 4-8 were assumed to be indepen-
dent of T. The T dependence is governed by the additional
parameterω (the effective harmonic frequency). The fits never
demonstrated very good sensitivity to this parameter, so it was
normally fixed at the gas-phase value, which for both Br2 and
I2 is only a few cm-1 larger than the estimated values in these
solvents.58

On the matter of peak widths, it should be acknowledged
that since the experimental spectra were recorded at the
bandwidth of 1 nm, the fit model should properly be a
convolution of the experimental spectrum with a 1-nm slit

function (experimentally Gaussian). This slit width is so small
compared with typical component bandwidths (∼100 nm) that
one would not expect a sampling model to differ much from a
convolution model. Still, to check this we coded a convolution
model and compared its results for one I2/CCl4 data set. The
differences were indeed negligible, the biggest being changes
in the b parameters at the part-per-thousand level.

The least-squares fitting employed standard nonlinear meth-
ods.52 The fits to Gaussian and log-normal basis functions
usually converged quickly when initiated with reasonable
parameter values. However, convergence was a problem when
the 4- and 5-parameter forms of eqs 4 and 5 (and to a lesser
extent, eqs 7 and 8) were used, so we devised a Marquardt
algorithm59,60for handling these band shapes. Interestingly, the
4-parameter functionf4 gave better convergence and lower
variance when taken as a function ofλ than as a function ofν,
even though the approximate physical model behind this form
implies f4 ) f4(ν).40

Results and Discussion

Single Band Fitting. In the tests of eqs 2-8 on single
computed transitions in the gas-phase spectrum of I2, the log-
normal form always outperformedfG(V) by about a factor of 2,
in terms of the summed, squared residuals (SSR). By the same
measure,fG(λ) was about a factor of 5 worse thanfG(V). Not
surprisingly, SSR dropped significantly when a fourth and then
a fifth parameter were added to the band shape, by typically a
factor of 5 in each step. The calculations were done for two
weighting assumptions: constant error and uncertainty typical
of that for the spectrophotometer used in our experimental
work.47 The results were essentially the same for both assump-
tions.

Some results of such calculations are illustrated in Figure 6.
This display illustrates that for the 3-parameter LN form, the
magnitude of the residuals greatly exceeds the typical error in
an absorption spectrum obtained from a modern spectropho-
tometer. This means that model error can be expected to
dominate any fit to such a function. Unfortunately, the model
error remains significant even for the 4- and 5-parameter forms.
For reference, our experimental statistical error translates into

F4(x) ) fLN(x) [1 + d(x - c)p] (7)

F5(x) ) fLN(x) [1 + d(x - c)p + g(x - c)q] (8)

a(T) ) a0 [tanh(hω/2kT)]1/2

b(T) ) b0 tanh(hω/2kT) (9) Figure 6. Computed Br X spectra of I2(g) at two temperatures, with
LS fit residuals (calculated- observed) shown below (scale to right).
The solid, dashed, and solid+points curves represent the results from
fits of the 295 K spectrum to the 3-, 4-, and 5-parameter log-normal
functions of eqs 3-5, respectively.
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∆ε ≈ 1 L mol-1 cm-1 for a single spectrum recorded under
optimum conditions (although instrumental reproducibility
roughly doubles this).

To check theT dependence, the spectra at the two temper-
atures were fitted separately and their parameters compared. (For
the 4- and 5- parameter forms, the extra parameters were first
fixed at their average values from the two fits.) If the
spectroscopicωe of I2(X) (214.6 cm-1) is used in eqs 9, the
predicted ratio of theb values is 1.0715 (295 K/320 K). The
typical observed values of this ratio ranged from 1.073 to 1.076.
While the discrepancy does not seem great, the tanh function
is not very sensitive toωe and the value 1.073 corresponds to
ωe ) 200 cm-1. This is significantly below the correct value,
even allowing for some reduction due to anharmonicity.

The best 4-parameter function we found wasF4(λ) with a
cubic correction term (p ) 3). This gave an SSR about half
that for f4(λ), and also gave ab ratio closer to the predicted
value. The addition of another term withq ) 4 (eq 7) dropped
SSR another factor of 10 and gave ab ratio in agreement with
predictions. This SSR was a factor of∼3 smaller than that
achieved using the 5-parameterf5(λ). The f4 and f5 functions
also gave better convergence behavior in the decomposition
fitting. However, as already noted, they did sometimes yield
slightly negative regions in the wings of the component bands
(especially for the 5-parameter version).

The computed spectra all display a red shift with increasing
T, for both constant andR-dependent transition moment
functions. The shift is partly due to the shift in the rotational
populations to higherJ′′ at higherT, an effect that cannot be
accommodated in the simple models behind eqs 9 because they
do not consider rotation. However, there is also a red shift when
the computations are done for fixedJ′′, as a consequence of
the redistribution of the vibrational populations to higher energy
in the anharmonic potential wells. This means a move to larger
R, where the upper and lower potentials are closer together.

Decomposition Fitting of the Spectrum of Gaseous Br2.
We return to the fitting of the spectrum of Figure 4, except that
now we include the previously neglected Ar X transition and
we fit simultaneously spectra recorded at 23°C and 50°C. Initial
tests showed little sensitivity to the vibrational frequency, so
this parameter was held at the gas-phase value. Several esti-
mates for the Ar X band are compared with experiment and
theory in Figure 7. The curve obtained from log-normal fitting

resembles one obtained similarly by Maric et al.29 and gives
the best agreement of the three illustrated cases. However, it
greatly exceeds the experimental values from ref 18 and is much
too narrow for a realistic A potential. When the Cr X and B
r X bands were represented by the 4-parameterf4(λ), the quality
of the fit improved significantly, but the Ar X peak increased
its amplitude to>30. In the Gaussian fitting, fixing the location
parameterc at the theory-based value also gave a much-too-
strong A r X component. Finally, the three fitted estimates
are not remotely consistent in view of their statistical error
bands.61 In short, decomposition fitting has not succeeded in
locating the Ar X band of Br2. In further fitting, this band
was fixed at log-normal, using the parameters,a ) 10.0,b )
67.17, andc ) 525.66 nm, as obtained from the theory curve,
scaled to best match the experimental points from ref 18.
(Inclusion of the data from ref 24 increases the scale factor by
<2%.)

Given the weakness of the Ar X band, it is not surprising
that decomposition fitting fails to pin it down. It should also
come as no great surprise that in fits in which Ar X is varying
as much as discussed above, the other two bands also fail to
settle on consensus estimates. So what happens if the Ar X
band is fixed at the calculated curve? This is essentially just a
repeat of the test of Figure 4, but with Ar X now subtracted.
Figure 8 shows that decomposition fitting still fails to yield
correct results for the two main component bands, unless the
experimental points for Br X are incorporated in the analysis.
When this is done, the component bands also become relatively
insensitive to the choice of functional form for their representa-
tion. The results from such a fit, as shown by the dashed curves
in Figures 3 and 8, are our best estimates of the component
bands in the gas-phase spectrum.

I 2 in Solution. Considerable trial-and-error LS fitting was
carried out for I2 in solution, on three separate data sets for
heptane and two for CCl4. The one clear result from these
calculations was the characterization of the Ar X band of I2
in solution (Figure 9). To a good approximation this band in
heptane can be obtained by shifting the gas-phase band∼5 nm
to the blue (to 673( 2 nm) and increasing its intensity by 1 L
mol-1 cm-1 (which is within the error of the gas-phase
estimate21). All of the fits showed statistically significant red
shifts with increasingT, but of varying magnitude. A typical

Figure 7. Estimates of the Ar X spectrum of Br2(g) at 23°C from
decomposition fitting, compared with experimental and theory-based
estimates. The experimental points are from refs 18 and 24, while the
theory curve was computed from the potentials shown in Figure 1 (see
text). The three fitted estimates (shown with 1-σ error bands61) were
obtained using the scaled GaussianfGS(ν) (strongest and weakest) and
the log-normal form (middle). For the strongest curve, the peak location
parameter was set at a value obtained from the theory-based spectrum.

Figure 8. Estimates of the Cr X and B r X bands of Br2(g) at 23
°C from decomposition fitting with Ar X held at its theoretical
estimate (broad dashed curve at long wavelength). Experimental points
are from ref 23. The two components were represented in the
4-parameter formf4(λ) and yielded the dashed curves when the
experimental points were included, the shaded curves when they were
not. The chi-square was 13% higher for the former fit than for the
latter.
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value was 1.0 nm from 16°C to 50 °C. Similar results were
obtained for all of the data sets.

The same fits of the same data set yielded the estimates of
the two stronger components illustrated in Figure 10. The lower-
variance 4-parameter fits have roughly converged on a resolution
that makes the Br X band agree approximately with its gas-
phase counterpart, thereby attributing essentially all of the
increased absorption in solution to a doubling of the intensity
of the Cr X band. This band is also significantly red-shifted
from its gas-phase location. Fits of the other heptane data sets
agreed qualitatively but showed considerable scatter (typically
(50 L mol-1 cm-1 for each component). In addition, some fits
converged on solutions of only slightly higher variance that
made the shorter wavelength peak far stronger than the longer,
effectively reversing the relationship indicated in Figure 10.

Those fits that converged on components resembling the
“consensus” results illustrated in Figure 10 also exhibited an
interestingT dependence in the peak shifts: The Br X band
showed a small red shift of<1 nm from 16 °C to 50 °C
(comparable to that for Ar X), while the red shift for Cr X
was about three times greater. These shifts were also much better
defined statistically than were those for Ar X.

Results for CCl4 as solvent were similar to those for heptane
but still differed by statistically significant amounts, as would

be expected from the differences shown in Figure 5. The main
differences were as follows. (1) The Ar X peak is weaker by
10% and is shifted 5 nm further to the blue. (2) The two stronger
peaks are blue shifted by slightly more, and they exhibit a
strongerT dependence in their locations, amounting to>3 nm
for C r X. (3) The total absorption in the main peak tends to
be distributed more strongly in favor of Br X. However, as
for I2 in heptane, the latter two trends must be considered more
tenuous in view of the range of results obtainable from different
fit models.

The results for both solvents agree with those of Geilhaupt
and Dorfmüller34 in attributing most of the intensity gain in
solution to the Cr X transition. However, these authors found
this band to be stronger in CCl4 than in heptane, opposite to
indications from our analysis. If we consider just results obtained
fitting to the ν-scaled Gaussian,fGS(ν) (as did Geilhaupt and
Dorfmüller), we do reproduce their trend but find Cr X to be
even stronger than they did, exceeding 40% of total absorption
for I2 in CCl4. (The SSR for these fits was a factor of 2 larger
than for the “best” results discussed above.)

The results from representative low-variance fits to 4-param-
eter band functions are summarized in Table 1 for I2 in heptane
and Table 2 for I2 in CCl4.

Br2 in Solution. For Br2 in CCl4, extensive analysis of our
best data set yielded the same kind of ambiguities as found in
the gas-phase decomposition analysis, so the other solution data
sets were not subjected to detailed fitting. In part the problem
is the A r X band, which, though comparable in its relative
contribution to the total absorption in I2 and Br2, is completely
buried under the main peak in Br2. This might seem to be offset
by the better resolution of the two main transitions, but the fitting
has failed to confirm this hope.

Figure 9. Estimates of the Ar X spectrum of I2 in n-heptane at 23
°C from decomposition fitting of a single data set including spectra at
four temperatures. The curve which is lowest in the short-wavelength
region was obtained fitting all three components tofGS(ν), while that
which is highest came from a fit in which all bands were represented
by F4(λ) (eq 7).

Figure 10. Estimates of the Br X and C r X components of I2
in n-heptane at 23°C from decomposition fitting of the same data as
in Figure 9. The unlabeled curves represent statistically comparable
results from fits employing different 4-parameter component functions.
The log-normal and Gaussian fits (curves identified) gave SSRs higher
by factors of 1.3 and 2.8, respectively, than the minimal SSR for this
data set.

TABLE 1: Component Analysis of the Visible Absorption
Spectrum of I2 in n-Heptane at 23°Ca

parameterb C r X B r X A r X

a (L mol-1 cm-1) 291 (10) 645 (10) 42.32 (8)
b 77.9 (6) 123.0 (5) 63.4 (4)
c (nm) 507.4 (5) 526.40 (13) 670.88 (25)
d (nm-3) 4.4 (3)× 10-7 2.27 (12)× 10-7 -5.9 (4)× 10-8

∆λ16 (nm)c -0.40 (3) -0.11 (2) -0.3 (1)
∆λ40 (nm)c 0.84 (4) 0.25 (2) 0.6 (1)
∆λ50 (nm)c 1.36 (6) 0.31 (3) 0.4 (1)
fractional

absorptiond
0.33 0.60 0.069

a Wavelength ordering of components assumed to be the same as in
the gas phase.b As defined forF4(λ), with p ) 3 (eq 7); 1-σ errors
in parentheses, in terms of final digits.c Wavelength shift of peak
at indicatedT (°C, subscript) relative to position in 23°C spectrum.
d ∫ε dλ for component, divided by total for all three.

TABLE 2: Absorption Component Analysis for I 2 in CCl4 at
23 °Ca

parameterb C r X B r X A r X

a (L mol-1 cm-1) 111 (4) 508 (10) 52.8 (3.5)
b 14.15 (40) 64.2 (1.2) 122 (15)
c (nm) 503.60 (25) 521.17 (13) 664.66 (39)
d (nm) 281 (2) 137 (4) -251 (61)
ε0 (λ0)c 253 (499.3) 689 (520.4) 38.3 (666.1)
∆λ16 (nm) -0.62 (2) -0.27 (1) -0.9 (1)
∆λ40 (nm) 1.79 (4) 0.58 (1) -0.6 (1)
∆λ50 (nm) 2.79 (6) 0.90 (13) 0.06 (16)
fractional

absorption
0.29 0.65 0.062

a All quantities as defined in Table 1 unless otherwise indicated.
b As defined forf4(λ) (eq 4); 1-σ errors in parentheses, in terms of
final digits. c Peak amplitude (L mol-1 cm-1) and wavelength (nm).
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Some results of our attempts at decomposition are illustrated
in Figure 11. In all such fitting, the Ar X band was included
with its location parameter free but its amplitude fixed at the
gas-phase value (10.0). (For the 4- and 5-parameter LN forms
of eqs 4 and 5, this also meant settingd ) 0 for this band.)
Even this was not always sufficient to restrain this component.
In the fit of lowest SSR in Figure 11, the Ar X band moved
to a short wavelength and spread out, becoming, in effect, a
broad, shaped background. Excepting the Gaussian fit, which
is clearly of lower statistical quality than the others, these results
suggest that most of the gain in intensity in solution occurs in
the Br X transition. This seems contrary to naive anticipation
from the comparison of gas-phase and solution spectra in Figure
3. And, recalling the lesson of Figure 4, we are reluctant to
draw this conclusion.

Refractive Index Corrections. It is common practice in
comparing band strengths in solution with those in gas phase
to “correct” the solution values for the medium’s refraction.
For example, IR bands are often compared using the Polo-
Wilson equation,63-65 which is based on the notion that the
transition strength is independent of medium. For a band that
spans a range of wavelengths, the average transition strength
µ2 is best estimated from∫ε d ln ν () ∫ε d ln λ),54 giving the
following version of the Polo-Wilson equation:

wherenr is the refractive index. This and other forms have been
applied to electronic spectra as well.35,66 If µ2 is the same in
solution and in vacuo, the integrated absorption spectra in
solution and gas phase should display the indicated dependence
on nr. But experimental support for this notion has not always
been convincing,35,64 and it is not in the present case. For
example, while it is true that eq 10 predicts the solution spectra
to be stronger, the predicted increase is 30% rather than 20%.
Clearly eq 10 worsens the agreement for Ar X in I2, where
the uncorrected spectra already agree within 5%. Further, theT
dependence ofnr for our solvents leads to a 1% decrease in the
correction factor on going from 16° to 50°C. However, for our
solution spectra, the integral in eq 10 is constant within 0.1%
for most analyzed data sets. It appears that the simple models
behind eq 10 and othernr-based corrections66 are of little use
in explaining the gas vs solution differences explored in the
present work.

Conclusion

We have recorded precise absorption spectra for I2 dissolved
in n-heptane and in CCl4, at temperatures from 16°C to 50°C.
Through simultaneous least-squares fitting of these spectra to
models that specifically take thisT dependence into account,
we have extracted estimates of the contributions of the three
electronic transitions responsible for the visible-near-IR absorp-
tion. The results confirm earlier indications that the weakest
band, Ar X, is very nearly the same in intensity and shape as
in the gas phase, though blue shifted in solution. They also
suggest that most of the∼20% increase in total absorption in
these solvents occurs in the Cr X transition, with the strongest
band, Br X, being again similar to its gas-phase counterpart
in shape and intensity. However, the assessment of these two
transitions is much more tenuous than that of Ar X and will
require further substantiation.

Similar efforts for Br2 dissolved in CCl4 have yielded
inconclusive results, with at most the suggestion that Br X,
which is weaker than Cr X in Br2, accounts for more of the
absorption gain in solution. With its higher vibrational fre-
quency, Br2 shows less sensitivity than I2 to temperature changes
accessible to us in these experiments, which were restricted to
the smaller range 16° - 40 °C.

In the course of these studies we have conducted a number
of tests of the assumptions of band decomposition analysis.
Specifically we have shown the following. (1) The 3-parameter
Gaussian and log-normal functions widely used to represent
component bands do not have enough flexibility to match the
statistical quality of absorption spectra routinely available from
commercial spectrophotometers. (2) When used to decompose
an overlapped spectrum, these two forms can yield wildly
different components, even though they appear to perform
comparably in representing the total spectrum. (3) The observa-
tion of lower fit variance is no guarantee that the resulting
decomposition is closer to “true.” To get around these limita-
tions, we have examined the results from a range of different
assumed band functions having at least four adjustable param-
eters, in quest of a “convergence” on components that are
independent of the choice of function. In the absence of such
an examination of model dependence, the practitioners of band
decomposition analysis would be well advised not to “bet the
farm” on the validity of their decompositions.

Of course, one reason it is even feasible to attempt a
component analysis for spectra like those obtained here for I2

and Br2 is the very high quality of data easily obtained in
abundance from modern specrophotometers. As was noted
earlier, in many applications of component analysis, the
components are more a means to an end than a goal in
themselves. As a way of compactly representing overlapped
spectra in terms of easily used expressions, as for example in
atmospheric modeling,28,29 such analyses may be entirely
adequate, as the demands for these applications seldom push
the limits of experimental accuracy and precision.

Band decomposition analysis as utilized in this work can be
considered a phenomenological method, in that the parameters
in the fit model are mostly ad hoc in nature. It is worth asking
whether a physical model, in which the parameters are used to
describe the potential curves and transition moment functions
involved in the spectral transitions, might perform better. Indeed
it did in the analysis ofT-dependent absorption in gaseous
Br2 carried out by Le Roy, et al.5 As was noted earlier, that
work profited from reliable existing information about the shapes
of the bound regions of the potential wells. Some such
information is available about I2 and Br2 in simple solvents,

Figure 11. Estimates of theB r X andC r X components of Br2 in
CCl4 at 23°C from decomposition fitting. The results in the label box
were obtained by fitting to (from top to bottom):fGS(ν), fLN(λ), f4(λ)
(d ) 0 for ArX), F4(λ) (p ) 3, d ) 0 for A r X), andF4(λ) (p ) 3).
In all cases the amplitude of theA r X band was held at 10.0 L mol-1

cm-1, as described in text.
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including vibrational frequencies and anharmonicities in the
ground states.58,62So it is worth asking whether such a physical
model might also work better for the solution spectra. The
answer to that question must remain a topic for future study, as
must also the refined analysis of the Br2 gaseous absorption
with proper accounting for the Ar X absorption.
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